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Abstract. In this work we propose a probabilistic hierarchical gener-
ative approach for users’ preference data, which is designed to over-
come the limitation of current methodologies in Recommender Systems
and thus to meet both prediction and recommendation accuracy. The
Bayesian Hierarchical User Community Model (BH-UCM) focuses both
on modeling the popularity of items and the distribution over item
ratings. An extensive evaluation over two popular benchmark datasets
shows that the combined modeling of item popularity and rating provides
a powerful framework both for rating prediction and for the generation
of accurate recommendation lists.

1 Introduction

Recommender systems (RS) play an important role in several domains as they
provide users with potentially interesting recommendations within catalogs of
available information/products/services [11]. Recent studies [5, 6, 9] have shown
that the focus on the prediction accuracy (e.g., in terms of root mean square
error, RMSE) does not necessarily help in devising high quality recommenda-
tions. It has been shown [1] that probabilistic approaches based on latent-factor
models allow the most adequate degree of flexibility, as they: (i) allow the specifi-
cation of complex yet easy to interpret latent structures; (ii) achieve the highest
recommendation accuracy.

In this paper we propose a new Bayesian Hierarchical latent factor model
(Bayesian Hierarchical User Community Model, BH-UCM in the following)
which combines the advantages of both hierarchical modeling and item selection,
and comparatively investigate both its recommendation accuracy and prediction
error. The underlying generative process takes into account both item selection
and rating emission, so that those users who experience the same items and tend
to adopt the same rating pattern are gathered into communities. Individual users
are modeled as a random mixture of communities, where the individual commu-
nity is characterized again by a mixture of topics modeling both the popularity
of items and the distribution over item ratings.
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2 Preliminaries and Context

We introduce in this section the notation used throughout the paper along with
some preliminary concepts. Let U = {u1, . . . , uM} be a set of M users and
I = {i1, . . . , iN} a set of N items. Users’ preferences can be represented as a
M × N matrix R, whose generic entry rui denotes the rating value (i.e., the
degree of preference) assigned by user u to item i. For each pair 〈u, i〉, rating
value rui falls within a limited integer range V = {0, . . . , V }, where 0 represents
an unknown rating and V is the maximum degree of preference. The number
of users M as well as the number of items N are very large and, in practical
applications, the rating matrix R is characterized by an exceptional sparseness
(e.g., more than 95%), since the individual users tend to rate a limited number
of items.

Given an active user u, the goal of a RS is to provide u with a recommendation
list of unexperienced items that are expected to be of interest to u. This clearly
involves predicting the interest of u into unrated items.

Based on the underlying mathematical model, probabilistic approaches allow
the prediction of the expected interest of a user u into an item i in two different
ways [8]:

– Forced prediction: the probabilistic model provides an estimate of P (r|u, i);
– Free prediction: the item selection process is included in the probabilistic

model, which is typically based on the estimate of P (r, i|u).

In general, a recommendation list can be generated by selecting a set of
candidate items, sorting them according a ranking function which is provided
by the RS and selecting the top k items.

3 Bayesian Hierarchical Model for Preference Data

The key idea of the proposed technique is that there exists a set of user com-
munities, each one describing different tastes of users and their corresponding
rating patterns. Each user community is then modeled as a random mixture
over latent topics, which can be interpreted as item-categories. Given a user u,
we can foresee her preferences on a set of items Iu by choosing an appropriate
user community z (from a set {1, . . . ,K}) and then choosing an item category w
(from a set {1, . . . , L}) for each item in the list. The choice of the item category
w actually depends on the selected user community z. Finally the preference
value is generated by considering the preference of users belonging to the group
z on items of the category w. This local modeling of items is the main dif-
ference in the generative semantics with respect to state-of-the-art LDA based
co-clustering approaches [10].

The generative process for the new BH-UCM model, whose corresponding
graphical scheme is shown in Fig. 1, is as follows:

– ∀u ∈ U sample user community-mixture components ϑu ∼ Dirichlet(α);
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Fig. 1. BH-UCM Model

– ∀z ∈ {1, . . . ,K} sample the mixture components ϕz ∼ Dirichlet(β)
– ∀w ∈ {1, . . . , L}, z ∈ {1, · · · ,K},
• Sample item selection components ςz.w ∼ Dirichlet(δ)
• Sample rating probabilities εz,w ∼ Dirichlet(γ)

– ∀u ∈ U
• Sample the number of items for the user u, Nu ∝ Poisson(K)
• For n = 1 to Nu

∗ Choose a user attitude zu,n ∼Multinomial(ϑu)
∗ Choose a topic wu,n ∼Multinomial(ϕzu,n)
∗ Choose an item in ∼Multinomial(ςzu,n,wu,n)
∗ Generate a rating value for the chosen item according to the distribution
P (r|εzu,n,wu,n).

Where α, β, γ, δ and K are the fixed hyper-parameters of the model.
Unfortunately, the exact inference for this model is however intractable;

hence, we propose a Gibbs Sampling parameter estimation, in which at each
step inference can be accomplished by exploiting the full conditional P (zn =
kn, wn = ln|Z¬n,W¬n,R,α,β,γ). In the latter, zn (resp. wn) is the cell of a
matrix Z (resp. W ) which corresponds to this observation, and Z¬n (resp. W¬n)
denotes the remaining topic assignments. For the n-th observation we have:

P (zn = kn, wn = ln|Z¬n,W¬n,R,α,β,γ) ∝
nkn
u + αkn

− 1
∑K

k′=1(nk′
u + αk′)− 1

·
nlnkn,i

+ βln − 1
∑L

l′=1(nl
′
kn,i

+ βl′)− 1
·

nkn,ln
rn + γrn − 1

∑V
r=1(nkn,ln

r + γr)− 1
· nkn,ln

in
+ δin − 1

∑N
i=1(nkn,ln

i + δi)− 1

The notation used in the Gibbs Sampling derivation is summarized in Tab. 1.
Given the state of the Markov chain, denoted myM = (R, Z,W ), we can obtain
the multinomial parameters ϕ, ϑ, ε and ς noticing that, by applying Bayes’s
rule and then by algebraic manipulations and the properties of the Dirichlet
distribution. This ultimately yields the following estimations:

ϑu,k =
nku + αk

nu +
∑K

k=1 αk

ϕk,l =
nk,l + βl

nk +
∑L

l=1 βl

εk,l,r =
nk,lr + γr

nk,l +
∑V

r′=1 γr′
ςk,l,i =

nk,li + δi

nk,l +
∑N

i′=1 δi′
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SYMBOL DESCRIPTION
K # topics/user communities
L # item categories

nk
u # evaluation of the user u which have been

assigned to the user topic k

nk,l
r # times that the rating r has been assigned

to each observation when the user topic is k
and the item category is l

nk,l
i # times that the item category l has been assigned

to observations of the item i when the user topic is k
nu # observations for the user u (|I(u)|)
nk # observations associated with community k
nk,l # times that the category l has been assigned

to observations whose user topic is k
Table 1. Summary of notation

Finally, given the pair 〈u, i〉 we compute the probability of observing the rating
value r in a free prediction and forced prediction context:

p(R = r, i|u) =
K∑

k=1

L∑

l=1

ϑu,k · ϕk,l · εk,l,r · ςk,l,i; p(R = r|u, i) =
p(R = r, i|u)

p(i|u)

4 Evaluation

For the experimental evaluation of the proposed model, we use two reference
benchmark data sets, namely MovieLens-1M1 and a sample of Netflix data.
Both datasets contain explicit preference data: ratings fall within the range 1 to
5, where the latter denotes the highest preference value.
We compare our model with some state-of-the-art competitors from the Collab-
orative Filtering literature: (PMF) [12], UCM, HUCM [3], and BUCM [2]; and
in particular with a selection of co-clustering approaches: LDCC [13], Bregman-
CC [7] and Bi-LDA [10].

All models have been trained by retaining the 1% of the training data as held
out to perform early stopping and avoid overfitting.

Predictive Accuracy. We start our analysis from the evaluation of the predic-
tion accuracy achieved by the algorithms. Table 2 summarizes the best RMSE
obtained on both the considered datasets, together with the associated settings.

BH-UCM outperforms all the other co-clustering approaches on the Net-
Flix data, and is the runner-up winner after HUCM which, however, exhibits
a marginal advantage. Minimal differences can also be noticed on MovieLens,
where PMF (a non co-clustering Probabilistic Matrix Factorization approach)
achieves the best RMSE score (as expected).

Recommendation Accuracy. Things change substantially when considering the
quality of the recommendation in terms of the precision and recall. Based on the

1 http://www.grouplens.org/system/files/million-ml-data.tar\_\_0.gz
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MovieLens Netflix
Approach Best RMSE #Topics Best RMSE #Topics

PMF 0.8655 10 0.9309 100
HUCM 0.9278 2-3 0.9212 50-10

Bregman-CC 0.9023 10-20 0.9873 3-5
Bi-LDA 0.9033 30-20 0.9362 30-15
LDCC 0.9074 5-5 0.9419 5-10

BH-UCM 0.9073 30-5 0.9256 30-5
BUCM 0.9292 30 0.9431 10

Table 2. Summary of predictive accuracy over the MovieLens and Netflix datasets

results in [1, 2], we consider here also LDA model [4], which has been identified
as one of the top-performers from this perspective. Notice that LDA was not
included in the analysis of predictive accuracy, as it does not explicitly support
a way to compute rating prediction.

Figure 2 and shows the results of recommendation accuracy on Movielens
and Netflix data, when the size k of the recommendation list varies from 1 to
20. We denote by BH-Free and BH-Forced two different instantiations of the
proposed approach, which focus respectively on free and forced prediction. On
Movielens data, BH-UCM exhibits a minimal worsening on recall (0.39 vs 0.37)
and precision (0.11 vs 0.10), against LDA and BUCM. Notably, the discrepancy
between the recommendation accuracy of Bayesian and non-Bayesian approaches
is consistently large. In particular, both BUCM and BH-UCM outperform UCM.
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(b) Precision on MovieLens
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Fig. 2. Recommendation Accuracy
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The outperformance of BUCM over BH-UCM in Movielens can be explained
by the different distribution of these data with respect to Netflix. In this latter
case, in fact, the huge volume of data is more likely to exhibit local patterns,
which are better modeled by BH-UCM. By converse, Movielens exhibits both
less users and less ratings, and hence the simpler BUCM model can easily fit
the data.

5 Conclusion

In this work we proposed a hierarchical Bayesian approach for preference data,
which extends state-of-the-art (hierarchical) co-clustering techniques, by model-
ing dynamic associations and dependencies between user- and item-clusters. An
extensive evaluation was performed to assess the skills of the devised model, in
terms of both rating prediction and recommendation accuracy, showing that the
proposed model is competitive with state-of-the-art approaches w.r.t the studied
datasets.
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